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Abstract. Trace element microanalysis has evolved steadily since the early days of EPMA, yet 

remains an extraordinarily challenging subject.  The enhanced capabilities of modern 

instrumentation, including the use of spectrometers with high X-ray collection efficiencies, 

high brightness electron sources, and improved stability all contribute to our ability to improve 

detection limits and analytical spatial resolution. Along with much improved software for data 

acquisition and analysis, recent progress in EPMA has made the trace realm more accessible 

than ever.  High count precision can be obtained in order to easily bring analytical sensitivity 

into the single ppm range, but accuracy remains the greatest struggle.  With the exception of 

the calibration, all sources of error encountered in major element analysis are magnified in 

trace analysis, and other sources become apparent where high spatial resolution is needed.  

Beam damage and charge effects are difficult problems in high sensitivity, high spatial 

resolution analysis, particularly in the analysis of insulators.  Software can minimize some of 

the resulting effects on count rates during acquisition in order to improve accuracy, and 

analysts can empirically evaluate the conditions of analysis (count time, voltage, current, etc.) 

to try to minimize these effects.  Trace analysis is fundamentally an exercise in background 

characterization, and the acquisition and evaluation of background is a subject of developing 

methodology.  Background curvature and interferences can result in considerable inaccuracy, 

but can be dealt with via detailed quantitative wavelength scanning or multi-point spectral 

acquisitions which allow proper regression of the background shape.  In the absence of 

excellent quality trace element secondary standards of similar matrix to unknowns, blank 

testing and consistency standards can be used to test at least some aspects of the methods 

employed.  Ultimately, the analyst must rely on accuracy evolving from application of the most 

rigorous protocols. 

1.  Introduction  

Obtaining trace element concentrations by EPMA implies that the spatial context of analysis is crucial.  

Without this necessity, then bulk techniques employing atomic spectrometry, activation analysis, or X-

ray fluorescence, which in some cases obtain limits of detection well below 1 ppb (ultra-trace 

concentrations), could be used (see [1] for review).  It is the balance of spatial resolution and 

analytical sensitivity that define the critical realm occupied by microbeam techniques, each with 

strengths and weaknesses, ultimately providing a remarkably powerful set of tools when employed in 

complimentary fashion to address a particular problem.  Therefore, addressing analytical sensitivity 

and spatial resolution remains a topical and lively subject of scientific and technological endeavour. 



 

 

 

 

 

 

1.1.  Perspectives 

Quantitative compositional analysis at very high spatial resolution has remained an important goal 

since the inception materials analysis.  Today, an exceptional array of tools exist which access trace 

element concentrations (i.e., below 1.0 wt. %) and high spatial resolution analysis, and a number of 

sources attempt to address the sometimes bewildering assortment of techniques available to 

researchers (e.g. [2] [3]).  In most cases, it can be safely stated that no single technique can address all 

problems, and that closing in on the most reliable result is usually the consequence of application of a 

number of techniques.  Steady advance in both the theoretical and technological aspects of metrology 

continue to improve both precision and accuracy in analytical techniques, with the driving forces 

stemming from both the analytical needs of researchers on one end, and technologic development on 

the other.  Furthermore, the pace of these advancements seems to be progressing at a greater rate than 

ever. 

Trace elements are generally not essential structural constituents of materials, but they are 

nonetheless of great importance for tracking chemical processes and growth histories. In materials 

engineering, trace elements are critical for creating essential material properties (band-gap engineering 

in semiconductors, establishing optical transmissivity in fiber optics, etc.).  Investigation of trace 

element concentrations and spatial variation have extraordinary power in the physical sciences and 

engineering, establishing the relationships between microstructures and the reactions that generate 

them, also allowing the evaluation of reactions at interfaces.  The dilute nature of trace elements is 

highly advantageous in thermochemical modeling where Henryôs Law behavior can be assumed, 

resulting in revolutionary advances in igneous and metamorphic petrology, environmental science, 

paleoclimatology, economic geology, geochronology, cosmochemistry, chemical engineering, and 

numerous other applications involving materials in the solid state. 

Natural and human engineered materials are seldom truly homogeneous, and complex 

compositional structures often provide exciting opportunities to tease out the details of phase 

relationships in space and time.  Today, our ability to image at ever higher resolution has revealed 

remarkable complexities, and has led to a need for improved micro (and nano) - analytical capability 

suitable to the task.  Furthermore, the need to acquire minor and trace element information from these 

micro- and nano- domains has added a particular impetus to improve both hardware and software in 

order to accomplish both the spatial and sensitivity requirements. 

 

1.2 Trace Element EPMA  

The exciting growth of a number of analytical technologies is no less exemplified by the new 

capabilities introduced in EPMA over the past decade, specifically, ultra-high count rate 

spectrometers, implementation of high brightness cathodes (REEB6, Schottky) and development of 

sophisticated and powerful software for acquisition (i.e. spectrometer integration, cycled peak-bkg 

acquisition [4][5], time dependent acquisition, background acquisition by regression of scan or multi-

point spectral data) as well as downstream data reduction (matrix iterated interference corrections, 

blank correction, etc.).  These developments have made the trace element micro-analysis arena more 

accessible than ever and have substantially revised our concepts of the ñlimitationsò of EPMA.  

Although highly case-specific, the frontiers of high spatial resolution analysis at exceptional precision 

and accuracy are being continually pushed to new levels. 

There are many splendid contributions addressing trace element EPMA, dating back to the early 

years of the application of the technique and steadily continuing to the present [6-13].  The precision 

statistics of analysis have been well characterized, and recent work has concentrated on the 

improvement of accuracy, particularly with regard to addressing peak interferences [13], and 

background curvature and other features [e.g., 13, 14, 15]. 

Precision and sensitivity in EPMA can always be increased by counting longer and/or increasing 

amperage without sacrificing spatial resolution.  With this in mind however, it is best to consider the 

followingé 

 



 

 

 

 

 

 

ñAssuming counting statistics to be the only relevant consideration, the smallest detectable peak may 

be defined as 3 s.d. of the background count.  The probability of the background count-rate exceeding 

the 3 s.d. limit due to random fluctuations is 0.2%.  The detection limit cannot be reduced indefinitely 

by accumulating more counts, however, because systematic errors in the background correction 

eventually become significant.ò 

S.J.B. Reed [16] 

 

Here, Reed fundamentally addresses the issue of accuracy, the correctness of the analysis.  Analyses 

performed by any technique always have an associated (and hopefully reported) estimate of precision, 

but the complete characterization of error (how accurate?) may be much larger, and may be far more 

elusive.  There are certainly many sources of error, but the issue of background measurement accuracy 

(as alluded to above) is among the most fundamental in high spatial resolution trace element EPMA 

(e.g. [14 ï 19] for discussions relevant to EPMA geochronology).  This topic brings a number of 

matters to the forefront, including precision/sensitivity, and evaluation of accuracy.  Both of these are 

firmly intertwined with the attempted spatial resolution of analysis. In trace analysis, the analyst can 

be reasonably assured that any difficulties known in major element analysis are magnified in the 

analysis of very low concentrations, and there are a few problems more specific to high spatial 

resolution trace element analysis. 

2.  Sensitivity and Spatial Resolution 

The fundamental tradeoff in nearly all micro- and nano-analytical methods is precision vs. spatial 

resolution.  Unlike ablation-based micro-analytical methods such as SIMS or LA-ICP-MS which are 

substantially reliant on the volume of material ablated in order to obtain higher precision, electron 

beam generated X-ray techniques derive precision from the number of photons counted, a result of 

beam current, counting time, X-ray production efficiency (fluorescence yields, ionization cross 

sections), and collection efficiency.  Counts, and peak/bkg, can be increased by increasing overvoltage 

(Figue 1) which increases electron path lengths in the target and the number of ionizations per unit 

time.  This, of course, directly compromises spatial resolution (Figure 2) as the scattering volume 

increases.  Electron beam techniques offer some flexibility such that a number of variables can be 

adjusted in order to overcome apparent counting limitations in some circumstances (always sample 

dependent), the typical approach being to substantially increase beam current and/or counting time.  

Figure 1. Measured peak to background ratio 

for PbMŬ from pyromorphite as a function of 

beam accelerating potential (E0).  Measurements 

made using a Cameca VLPET spectrometer. 

Figure 2. Calculated relative spatial 

resolution and minimum detectability limit 

as a function of kV (From Reed[12], Fig. 

1).  High absorption case illustrates 

eventual peak intensity decrease as X-ray 

production volume deepens in specimen. 
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However, the consequential increases in systematic errors due to variations in behaviour of either the 

instrument or sample must always be factored in (e.g. contamination, beam current drift, 

compositional change in the sample due to prolonged beam exposure at high current density). 

Attempting quantification of trace concentrations requires an understanding of the basic 

relationships controlling the precision of analysis.  It is instructive, therefore, to revisit the basic 

relationships for the precision of X-ray emission.  The variance of the raw k-ratio (net intensity 

sample/net intensity std.) can be expressed as follows [6][20]: 

 
 

Were ůk is the standard deviation, ὔ and ὔὄ  are the measured mean counts for peak and background 

on the sample, ὔ and ὔ ὄ  are the mean counts for peak and background on the standard, and n and 

nô are the number of measured points on sample and standard respectively.   

The variance of the concentration is then: 

 
 

Where ůc is the concentration standard deviation, C is concentration, and a is the correction factor that 

relates the k-ratio to the concentration.  An interesting result of this relationship is that precision for 

trace element analysis by EPMA is highly dependent on the precision of the sample analysis, and less 

dependent on the precision of the standardization, presuming the standardization is performed on a 

material with a relatively high concentration of the element of interest (Figure 3).  This is not to imply 

that the standardization is unimportant, but that larger errors in calibration are required in order to 

substantially affect trace elements compared to major elements.  It is also clear that using a standard 

with a low concentration (and therefore low net intensity) for the element of interest will result in large 

errors in the final trace element analysis relative to using standards with high concentrations of the 

element of interest.  This should be considered when assessing the errors introduced when dealing 

with interferences.  Interference calibrations will be, in almost all cases, on peak tails with low count 

rates, introducing relatively large effects on the precision of the result when errors are propagated. 

The accuracy question is similar, as pointed out by Robinson et al. [4].  For major element analysis, 

the accuracy is dominated by the peak counts for both sample and standard as Pk-Bkg is large for both 

(so C å f(N/NS)), but at trace concentrations, the largest source of inaccuracy is the determination of 

net counts on the unknown (C å f(N-N(B)).  A theoretical example is shown in Figure 3.   
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(3) 

With a standard net intensity of 100 cps/nA, and unknown net intensity of 0.00001 cps/nA (so about 

10 ppm), 5% variation of the standard only results in inaccuracies on the order of 1 ppm in the final 

result.  

The sensitivity of analysis can be quantified by calculation of the minimum detectability limit.  

This has been approached statistically in several different ways, including the simple approximation of 

Leibhafsky et al. [21].  Based on the Poisson statistics of X-ray emission spectrography, the precision 

of the counts can be estimated by N
1/2

.  Leibhafsky et al [21] suggest that a peak is detectable from the 

background at 3 (NB)
1/2

, where NB is the number of background counts.  The clear implication, and the 

basis for all trace element analysis, is that detectability is essentially a characterization of background.  

The concentration at the limit of detection (CDL) can then be expressed, in simplified fashion, by 

[20][22]: 

 
 

Where CStd is the concentration of the element of interest in the standard, N(B) is the background 

intensity, and NStd is the intensity in the standard. 

Another simplified estimation can be made from the Ziebold [6] expression: 

 

CDL > 3.29a/(ntP*P/B)
1/2

 

 

Where a relates composition and intensity, n is the number of measurements, t is the measurement 

time, P is the count rate (pure element), and P/B is the peak to background ratio (pure element). 

 More advanced techniques for estimating the minimum detectable concentration also take into 

account the chosen confidence level, and standard deviation of measurements [7]: 

 

ὅ ὅ ὔ ὔϳ  Ͻςϳ ὸ Ὓ ὲϳϳ  

 

Where CStd is the concentration of the element in the standard, ὔ and ὔ  are the mean counts for 

peak and background on the standard, n is the number of repetitions,  Ὓ is the standard deviation of 

the measurements, and ὸ  is the student factor at the selected confidence level. 
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Figure 3. Plot of theoretical 

variation of contribution of 

sample and standard counts to 

the overall precision vs. net 

counts.  Inset:  Theoretical 

variation in concentration for ~ 

10ppm concentration in sample 

with ~ 100 cps/nA in the pure 

element standard, so Iunk/Istd ~ 

0.00001. 

 



 

 

 

 

 

 

(6) 

Ancey, et al. [23] propose a similar approach, including two confidence factors: 

 
 

Where F is the calculated correction factor, Cstd is the concentration in the standard, Pstd is the peak 

intensity of the standard, Bstd is the standard background intensity, tsam is the peak counting time of the 

sample, Bsam is the sample background intensity, Ŭsam is a constant relating differences in peak and 

background acquisition time, and ɚ(Ŭ,ɓ) is the confidence level for the two risks (Ŭ,for the possibility 

that the conclusion is C > 0, when in fact C = 0; and  ɓ, for the possibility that the conclusion is C = 0, 

when in fact C > 0).  The Ancey et al. expression [23], at the 95% confidence level is used in this 

paper. 

The precision and sensitivity of the analysis depend on the count rate, counting time, and the 

number of points in the acquisition of the sampled compositional domain.  Clearly the number of 

available analysis points will decrease as the analytical spatial resolution needs to increase, 

particularly in beam sensitive materials.  Figure 4 shows the results of acquisitions at different count 

times comparing 15kV to 8kV for PbMŬ using integrated Very Large PET spectrometers (Camecaôs 

VLPET).  The improvement in sensitivity is most dramatic as several points are accumulated, 

however, in most cases, only a few ppm of increased sensitivity are gained beyond 5 or 6 points.  In 

fact, the detection limit improves only from 10ppm to 8ppm with an additional 45 minutes of 

acquisition at 15kV and 200nA.  Detection limits below 10 ppm are attainable under these relatively 

modest conditions, and can obviously be considerably lower if more spectrometers are integrated on 

the same element, if higher accelerating potential is used, or if beam current or count time in increased 

(or, to think of it another way, just total coulombs).  Increasing precision in this way (current and time) 

must be weighed against the potential for instrumental drift and beam damage, which raise questions 

of accuracy, although software now permits the cycling of peak and background measurements in 

order to minimize drift and damage effects.  Note also that the detection limit achieved per unit time is 

directly related to beam accelerating potential, but that the use of relatively low voltage (below 10kV) 

for high spatial resolution analysis still permits excellent count rates and sensitivity if the requisite 

detectability limit is in the 10s of ppm.  Performance is dramatically improved by the use of high 

intensity spectrometers which can yield count rates at 7 kV (assuming this is appropriate to the 

elements required in the analysis) that are similar to those attained at 15 kV with standard 

monochromators (Figure 5).  In situations where the trace elements of interest have low critical 

excitation potentials, high spatial resolution analysis may be best accomplished with direct acquisition 

of only the trace components, using a hand-entered major element composition for matrix corrections, 

or performing the overall analysis with two conditions if appropriate. Note that the use of high 

intensity spectrometers are a great advantage in higher spatial resolution trace element analysis, and 

can also benefit efficiency, particularly to count for less time (or use lower current) in cases where 

beam damage is a significant issue. 
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Figure 4. Measured detection limits (95% conf.) for Pb MŬ at different count times as a 

function of the number of acquired points.  200nA beam current, 15 and 8 kV 

accelerating potentials.  Counts integrated from two VLPET spectrometers. 

 

 
Figure 5. Intensity of PbMŬ as a function of beam accelerating potential comparing 

conventional PET to VLPET spectrometers. 

 

In situations where high spatial resolution can be somewhat sacrificed, then the beam accelerating 

potential can be increased, the beam current can be increased (with expected degradation of beam 

diameter at ultra-high current), and the beam diameter can be increased to mitigate beam damage.  



 

 

 

 

 

 

(7) 

Such a situation is illustrated for Ti in quartz, or Zr in rutile, where detection limits approach the 1 

ppm level without extraordinary conditions [13][24]. 

The spatial resolution of analysis (or analytical resolution) can be assessed from a theoretical 

approach which considers the X-ray emission volume, a function of the sample composition, element 

detected (ionization potential, emission line energy), excitation volume, beam energy, and beam 

diameter [15], and can be expressed by:   

DAR = (Dbeam
2
 + Demission

2
)
1/2

 

This is the quadrature sum of the error functions representing the beam diameter and the diameter 

of the emission volume (that includes 99.5% of the intensity) for the element of interest, and 

represents a first-order approximation as fluorescence at a distance is not considered.  The dimensions 

of the X-ray emission volume can be obtained from Monte Carlo interaction models (i.e., CASINO 

[25]) and relationships can be calculated for various beam diameters.  For high Z, high density 

materials, the analytical spatial resolution can be significantly improved by using smaller beam 

diameters at accelerating potentials below 15 kV (Figures 6-8).  As beam voltages substantially below 

7-8 kV are seldom useful for most trace element work (ionization cross sections too low at low 

overvoltage), practical trace element nano-analysis by EPMA is limited to the realm of 7-15 kV in 

heavy matrices, and where the realized beam diameter can be confined to diameters of 100-600 nm by 

use of high brightness cathodes (REEB6 or Schottky).  Clearly, maintaining small beam diameter at 

beam currents useful to perform trace element analysis are necessary, typically 100-500 nA in order to 

attain reasonable precision in 300 to 1000 seconds.  The realized analytical resolution, as measured 

directly in boundary tests, for Th and Pb in monazite (monoclinic LREE, actinide-bearing phosphate) 

at high current are shown in Figure 8.  We can conclude, therefore, that trace element analysis at 500 

nm spatial resolution is possible in materials of sufficiently high Z and density. 

 



 

 

 

 

 

 

Figure 7.  Analytical 

spatial resolution (AR) 

in monazite as a function 

of voltage and beam 

diameter (D nm).  This is 

the quadrature sum of 

the beam diameter and 

emission volume 

containing 99.5% of the 

PbMŬ ű(ɟZ) intensity.   

Both radial and depth 

(ű(ɟZ)) components of 

analytical resolution are 

shown. 

 

 

 
 

 

 

Figure 6. Spatial resolution in monazite and labradorite, illustrating Monte Carlo simulations of electron 

scattering as a function of beam voltage.  Note red boxes indicating 5 um and 1 um dimensions. 
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(9) 

 
Figure 8.  Measured analytical spatial resolution from boundary experiments as a function of beam 

current and accelerating potential, see [15]. 

3.  Precision and Spatial Resolution vs. Accuracy ï Beam Power Density and Stability 

If one of the goals of investigation is to make exceptionally precise measurements of trace elements at 

the highest possible analytical spatial resolution, then the other must be to ensure that the results are 

reasonably accurate.  One aspect of such measurements concerns the analysis of insulating, beam-

sensitive materials, and what, in fact, constitutes beam sensitivity.  The dielectric properties of many 

materials present problems with accuracy simply from the deposition of charge (i.e. [26-29]).  

Measurements of elemental concentrations in materials such as glasses, carbonates, apatite and triplite 

group phosphates, or feldspar minerals are notoriously difficult, and experience significant beam 

damage and/or elemental instabilities at even conservative beam conditions.  Trace element analysis in 

such materials suffers also.  Other phases which may generally behave in a stable fashion during major 

element analysis may begin to destabilize at the high current densities necessary for high spatial 

resolution trace element analysis.  For example, phosphorous loss is observed in monazite under high 

beam current density (15 kV, 200 nA) over a period of a few hundred seconds [14].  The high 

analytical spatial resolution permitted by the small electron scattering volumes at lower voltage in 

high Z, high density phases intensifies the problem.  Gunn et al. [30] examined the problem of 

carbonate analysis, and concluded that adequate stability could only be obtained at values of beam 

power density (BPD) below 3ɛW/ɛm
2
.  The estimation of BPD in this case is:  

 

BPD = (I*E0)/A 

 

Where I is the beam current (nA), E0 is accelerating potential in (kV), and A is the beam area (ɛm
2
).  

Here, we will modify this in order to account for the volume of excitation rather than landing area, and 

also account for the percentage loss of beam electrons emitted from the specimen by backscattering.  

Note that this is still an oversimplified model as it does not account for effects such as secondary 

electron emission, space charge buildup in insulators (internal potential changing the landing energy 

and deforming the interaction volume) or coating (scattering and grounding of some charge):  

 

Simple Beam Power Density = [I-(I*ɖ)] * E0/ V 



 

 

 

 

 

 

(10) 

(11) 

 

Where ɖ is the backscattered electron coefficient, the fraction of beam electrons scattered out of the 

specimen (determined via CASINO), and V is the estimated interaction volume.  The interaction 

volume is calculated as an edge-rounded disk (a shape estimated from Monte Carlo modeling of 

defocused beam scattering in solids):  

 

 

 

Where a is the radius of the excitation volume, b is the radius of the beam, and h is half the total depth 

of beam penetration.  The radius of the excitation volume is: 

 

 

 

 

Where the scattering diameter (ds) is estimated at beam size = 0. 

Calculated results for this simplified beam power density are shown for monazite (Z=38) in Figure 

9, and labradorite feldspar (Z=11) in Figure 10.  Small beam diameter (below micron) at low voltage 

increases the electron dose in the specimen tremendously, and has the added effect of shifting the 

depth of charge deposition closer to the surface, increasing surface heating and charge effects, 

expressed as carbon deposition near the beam. 

 

 

 
Figure 9.  Calculated simple beam power density for monazite as a function of beam diameter, voltage 

and current.  The influence of coating is not considered. 
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Figure 10.  Calculated simple beam power density for labradorite as a function of beam diameter, 

voltage and current.  The influence of coating is not considered. 

The effects of internal charge build-up, heating, and radiation damage have to be assessed for each 

material to be analysed.  If the measured elements are stable enough, then the analysis has a chance of 

being accurate.  Assessing the stability of trace elements, however is obviously not straightforward 

(low counting precision in stability tests).  The stability of major element emission or absorbed current 

(Figures 11, 12 and 13) will generally have to serve as proxies, especially if the structural state of the 

trace elements of interest can be specified, but the effects of surface contamination build-up will also 

have to be assessed over the time required for a single point analysis.  Figure 14 shows the percentage 

error for the integrated count times for GdLŬ in GdPO4 at different count times and accelerating 

potential.  The beam damage resulting from lower kV at high current is dramatic, leading to nearly 7% 

error in the accumulated counts over 900 seconds at 10kV.  Clearly, multiple points with shorter count 

times are preferable, and the choice of voltage must be assessed based on the spatial requirements and 

error tolerance.  The use of acquisition techniques such as time-dependent evaluation and 

extrapolation back to time = 0, and cycled peak and background during the course of the analysis 

[4][5][13] are important software developments in improving the accuracy of the analysis of beam 

sensitive materials. 

Another important variable is the effectiveness of the surface conductive coating.  As long as 

samples and standards are coated simultaneously to ensure constant thickness, either thicker carbon, or 

metal evaporation offer a means to mitigate charge and thermal effects to some extent.  Gold, with 

exceptionally high electrical and thermal conductivity, is ideal for moderating beam effects [14], but 

has the drawbacks of high electron and X-ray absorption, as well as producing a complex emission 

spectrum.  The use of silver was proposed by Smith [31] for carbonate analysis, and copper has been 

used for oxygen analysis in insulators [32].  Plasma cleaning, followed by 2-layer coating first with 

aluminum (200Ȕ) then carbon (80¡) has been proposed for monazite trace element analysis [33].  The 

use of metals for quantitative EPMA remains interesting and subject to question, and certainly 

measurement of oxygen through copper has inherent inaccuracy [34].  Results for major element 



 

 

 

 

 

 

analyses performed on monazite using an aluminum coat are very comparable to those done using a 

carbon coat. 

 

 
Figure 11. Ca KŬ intensity with time in CaCO3 (20 ɛm beam diameter, 200nA, 15 kV), and absorbed 

current measured simultaneously.  The resulting inaccuracy during integrated measurement will be 

large after 1 minute, but lower (compared to time = 0) after 10 minutes. 

 
Figure 12. Absorbed current measured in GdPO4 at varying accelerating potential (focused beam, 100 

nA, coating: 200Å Al and 80Å C) vs. time (measurement interval is 3 sec.).  Instability in absorbed 

current is expressed analytically as increased counts over time (Figure 13). 


